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Abstract
This paper shows why it is that in Economics text books and literature we invariably consider constant returns to scale (linearly homogeneous production functions) and not increasing returns to scale or decreasing returns to scale production. It has been demonstrated in this paper by using both cost elasticity output approach and Euler’s theorem that the constant returns to scale production functions enable us to achieve productive efficiency and equilibrium. Production under increasing returns to scale or decreasing returns to scale are not at equilibrium. Only under constant returns to scale technology do we achieve productive efficiency and equilibrium.
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1. Introduction
In the literature, the terms such as constant returns to scale (constant economies of scale), increasing returns to scale (economies of scale) and decreasing returns to scale (diseconomies of economies of scale) have been used quite frequently. However, it is has not been explicitly explained why we make use of constant returns to scale (linear homogeneous production function) and not increasing and decreasing returns to scale. This paper will shed light on this, classification will be done and the relationship between them will be elaborated upon. Understanding of these issues is important to understand various studies dealing with economies and diseconomies and pedagogical purposes.

2. Methodology
To start with, let there be a production function of the constant elasticity of substitution (CES) form whose associated cost function is derived here. It is trivial to obtain the ratio between the marginal cost (MC) and average cost (AC). The ratio is represented by the following expression which is called cost elasticity of output.

It is used to measure the returns to scale. Constant returns to scale (CRS) is when \( \eta = 1 \), MC=AC, increasing returns to scale (IRS) is when \( \eta < 1 \), MC < AC and decreasing returns to scale (DRS) is when \( \eta > 1 \), MC > AC. It is important to give definition of each of these. CRS (\( \eta=1 \)) means that a 1 percent increase in output results in exactly 1 percent increase in the total cost. IRS (\( \eta<1 \)) means that a 1 percent increase in output results in less than 1 percent increase in the total cost. DRS (\( \eta>1 \)) means that a 1 percent increase in output results in more than 1 percent increase in the total cost.
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The relationship between AC and output level \( y \) could also be used to explain CRS, IRS and DRS.

Let \( AC = \theta (y) = \frac{C(w, y)}{y} \) where \( w \) is assumed to be fixed vector, and \( \theta (y) \) signifies the average cost. By partial differentiation, we get

\[
\frac{\partial \theta}{\partial y} = \frac{y \left( \frac{\partial C}{\partial y} - C \right)}{y^2} = \frac{\left( \frac{\partial C}{\partial y} - C \right)}{y} = \frac{MC - AC}{y}
\]

\[
\frac{\partial \theta}{\partial y} = 0 \text{ when } MC = AC \text{ (CRS prevails if } AC \text{ is constant with an increase in output)}
\]

\[
\frac{\partial \theta}{\partial y} < 0 \text{ when } MC < AC \text{ (IRS prevails if } AC \text{ is falling with an increase in output)}
\]

\[
\frac{\partial \theta}{\partial y} > 0 \text{ when } MC > AC \text{ (DRS prevails if } AC \text{ is rising with an increase in output)}
\]

It is evident that CRS (\( \eta \)) prevails if and only if CRS (\( \theta \)) prevails.

It is evident that IRS (\( \eta \)) prevails if and only if IRS (\( \theta \)) prevails.

It is evident that DRS (\( \eta \)) prevails if and only if DRS (\( \theta \)) prevails.

Let \( \frac{\partial \theta}{\partial y} = \theta' \) Thus it can be concluded that

\[
\theta' = 0 \text{ if and only if } \eta = 1, \quad \theta' < 0 \text{ if and only if } \eta < 1 \text{ and } \theta' > 0 \text{ if and only if } \eta > 1.
\]

\[
\frac{\partial\left( \frac{C}{y} \right)}{\partial y} = \frac{y \left( \frac{\partial C}{\partial y} - C \right)}{y^2} = \frac{C \left( \frac{\partial C}{\partial y} - 1 \right)}{y^2} = \frac{C(\eta - 1)}{y^2} \text{ shows that}
\]
when $MC = AC$, $AC$ does not change with an increase in output $y$, as shown in the figure below.

$$\frac{\partial (AC)}{\partial y} = 0 \Rightarrow \eta - 1 = 0 \Rightarrow MC = AC \ (\eta = 1) \ MC = AC$$

$$\frac{\partial (AC)}{\partial y} < 0 \Rightarrow \eta - 1 < 1 \Rightarrow MC < AC \ (\eta < 1) \ MC \ lies \ below \ AC$$

$$\frac{\partial (AC)}{\partial y} > 0 \Rightarrow \eta - 1 > 1 \Rightarrow MC > AC \ (\eta > 1) \ AC \ lies \ below \ MC$$

Looking at the usual U-shaped AC curve, the AC curve is decreasing to a certain level of output (in which $\frac{\partial \theta}{\partial y} < 0$ and $\eta < 1$) and then increases as output increases (in which $\frac{\partial \theta}{\partial y} > 0$ and $\eta > 1$).
It is also to be noted that MC curve intersects the AC curve from below when the AC curve is at its lowest point. It means that it is important to restrict the concept of returns to scale to a certain range of output levels.

Therefore, the productive efficiency is achieved at the output level that corresponds to the minimum point of AC where MC=AC. Any output level that is less than or more than y* is not a productive efficiency point. It is evident that both IRS when \( \frac{\partial \theta}{\partial y} < 0 \) and \( \eta < 1 \), and DRS when \( \frac{\partial \theta}{\partial y} > 0 \) and \( \eta > 1 \), don’t correspond to the point where productive efficiency is achieved. This appears to be the most plausible reason that why in the literature we use the concept of CRS and not IRS or DRS. For example, the linearly homogeneous Cobb-Douglas production function and constant elasticity of substitution (CES) production function.

With reference to the above given figure; if a firm/industry is operating to the left of the minimum AC point, then it can increase profits by increasing production until it reaches the minimum AC point. Similarly, if a firm/industry is operating to the right of the minimum AC point, then it can increase profits by decreasing production until it reaches minimum AC point which is y* in the accompanied figure. It can be observed that when the MC curve is below an average cost curve the AC curve is falling. This relation holds true regardless of whether the MC curve is falling or rising. When the MC curve is above an AC curve the AC is rising. The MC curve intersects an AC curve at its minimum. It is important to mention that when average product (AP) is rising AC is falling and when AP is falling, AC is rising. It is also to be noted that when marginal product (MP) starts to fall, MC starts to rise. There is inverse relationship between AP and AC and MP and MC as shown in the figure. A rational producer will not produce in stage I where MP lies above AP. The production will take place in the economic region in stage II.

The downward sloping portion of the long run average cost (LRAC) curve corresponds to IRS (economies of scale). The horizontal portion of the LRAC curve corresponds to CRS (neither economies nor diseconomies of scale). An upward sloping portion of the LRAC curve corresponds to DRS (diseconomies of scale). In a long-run perfectly competitive (in the input markets) environment, the productively efficient and equilibrium level of output corresponds to the minimum efficient scale marked as y* in the figure. This is due to the zero profit requirement of a perfectly competitive equilibrium. This result implies production is at a level corresponding to the lowest possible AC. In fact all points along the LRAC are productively efficient by definition, but not all are equilibrium points in a long-run perfectly competitive environment. To elaborate on the point, let us consider a Constant Elasticity of Substitution (CES) production function and derive its associated cost function. The cost function will give us a relationship between MC and AC. It is evident as shown below that MC < AC when we have Increasing Returns to Scale, MC < AC when we have Decreasing Returns to Scale, and MC =AC when we have Constant Returns to Scale,
Let us consider the CES production function $y = A \left[ \delta L^{-\beta} + \left(1 - \delta\right) K^{-\beta} \right]^{\frac{-h}{\beta}}$

whose associated cost function is $C = \left[ \frac{y}{A} \right]^{\frac{1}{h}} \left[ \delta^{\frac{1+\beta}{\beta}} w^{\frac{\beta}{1+\beta}} + \left(1 - \delta\right)^{\frac{1+\beta}{\beta}} r^{\frac{\beta}{1+\beta}} \right]^{\frac{1}{h}}$ and its cost elasticity of output is $\left( \frac{\partial C}{\partial Y} \right) = \frac{1}{h}$ where $h$ is the degree of homogeneity of the given CES production function.

Derivation of the cost function associated with the given CES production function

From $y = A \left[ \delta L^{-\beta} + \left(1 - \delta\right) K^{-\beta} \right]^{\frac{-h}{\beta}}$ we get

$MP_L = w = \frac{\partial y}{\partial L} = h \delta L^{(\beta+1)} A \left[ \delta L^{-\beta} + \left(1 - \delta\right) K^{-\beta} \right]^{\frac{-h}{\beta} - 1}$

$MP_K = r = \frac{\partial y}{\partial K} = h \left(1 - \delta\right) K^{(\beta+1)} A \left[ \delta L^{-\beta} + \left(1 - \delta\right) K^{-\beta} \right]^{\frac{-h}{\beta} - 1}$ dividing them we get

$w = \frac{\delta L^{(\beta+1)}}{r \left(1 - \delta\right) K^{(\beta+1)}}$ transposition leads to

$K^{(\beta+1)} = \frac{r \delta L^{(\beta+1)}}{w \left(1 - \delta\right)} \Rightarrow K = L \left[ \frac{r \delta}{w \left(1 - \delta\right)} \right]^{\frac{1}{\beta - (\beta+1)}}$ (i)

$\Rightarrow K^{-\beta} = L^{-\beta} \left[ \frac{r \delta}{w \left(1 - \delta\right)} \right]^{\frac{\beta}{\beta - (\beta+1)}}$ (ii)

substitution of (ii) into the given production function yields

$y = A \left[ \delta L^{-\beta} + \left(1 - \delta\right) L^{-\beta} \left[ \frac{r \delta}{w \left(1 - \delta\right)} \right]^{\frac{\beta}{\beta - (\beta+1)}} \right]^{\frac{-h}{\beta}}$ factoring out $L^{-\beta}$ gives us

$y = L^h A \left[ \delta + \left(1 - \delta\right) \left[ \frac{r \delta}{w \left(1 - \delta\right)} \right]^{\frac{\beta}{\beta - (\beta+1)}} \right]^{\frac{-h}{\beta}} \Rightarrow L = \left[ \frac{y}{A} \right]^{\frac{1}{h}} \left[ \delta + \left(1 - \delta\right) \left[ \frac{r \delta}{w \left(1 - \delta\right)} \right]^{\frac{\beta}{\beta - (\beta+1)}} \right]^{\frac{1}{\beta}}$ (iii)
substituting (iii) into (i) gives us

\[ K = \left[ \frac{y}{A} \right]^\frac{1}{\beta} \left[ \delta + (1 - \delta) \frac{r \delta}{w(1 - \delta)} \right]^{\frac{\beta}{\beta + 1}} \]

Substitution of (iii) and (iv) into the cost equation \( C = wL + rK \) gives us

\[
C = \left[ \frac{y}{A} \right]^\frac{1}{\beta} \left[ \delta + (1 - \delta) \frac{1}{\beta + 1} \left( \frac{w}{r \delta} \right) \right]^{\frac{\beta}{\beta + 1}} \left[ \delta^{\frac{1}{\beta + 1}} w^{\frac{\beta}{\beta + 1}} + \left( \frac{1}{\beta + 1} \right) \frac{r}{w} \delta^{\frac{1}{\beta + 1}} \frac{1}{w^{\frac{\beta}{\beta + 1}}} \right]
\]

\[
\therefore C = \left[ \frac{y}{A} \right]^\frac{1}{\beta} \delta^{\frac{1}{\beta + 1}} w^{\frac{\beta}{\beta + 1}} + (1 - \delta) \frac{1}{\beta + 1} \frac{r}{w} \delta^{\frac{1}{\beta + 1}} \frac{1}{w^{\frac{\beta}{\beta + 1}}} \]

cancelling out the denominators we end up with

\[
C = \left[ \frac{y}{A} \right]^\frac{1}{\beta} \delta^{\frac{1}{\beta + 1}} w^{\frac{\beta}{\beta + 1}} + (1 - \delta) \frac{1}{\beta + 1} \frac{r}{w} \delta^{\frac{1}{\beta + 1}} \frac{1}{w^{\frac{\beta}{\beta + 1}}} \]

QED

(ii) The cost elasticity of output \( = \frac{\partial C}{\partial y} \)

\[
\left( \frac{\partial C}{\partial y} \right) = \frac{1}{h} \left( \frac{C}{y} \right) \left( \frac{1}{A} \right) \left( \frac{y}{C} \right) = \frac{1}{h} \frac{C}{y} \text{ or } \left( \frac{\partial C}{\partial y} \right) = \frac{1}{h} \frac{C}{y}
\]

\[
MC = \frac{1}{h} AC \text{ or } h = \frac{AC}{MC}
\]

where \( h \) is the degree of homogeneity of the given CES production function.

When \( h = 1 \) we have CRS \((MC = AC)\) production function

When \( h > 1 \) we have IRS \((MC < AC)\) production function

When \( h < 1 \) we have DRS \((MC > AC)\) production function

The concept of returns to scale could also be explained with the help of the Euler’s theorem as explained below.
According to the Euler’s Theorem

\[ K \frac{MP_K}{P} + L \frac{MP_L}{P} = h \frac{Q}{P} \]

where 'h' is the degree of homogeneity of the production function. Multiplying throughout by \( P \) gives us

\[ K \frac{PMP_K}{P} + L \frac{PMP_L}{P} = h \frac{PQ}{P} \]

is total value of output.

\[
\frac{K \frac{PMP_K}{P}}{\text{total cost of inputs K}} + \frac{L \frac{PMP_L}{P}}{\text{total cost of inputs L}} = h \frac{PQ}{\text{Total value of output or revenue}}
\]

If \( h = 1 \) the firm spends whole revenue on inputs.

If \( h > 1 \) the firm spends more on inputs than revenue, so incurring loss

If \( h < 1 \) the firm spends less than revenue, so the firm makes a positive profit.

When \( h = 1 \), it is termed as constant returns to scale (CRS), \( h > 1 \) increasing returns to scale (IRS) and \( h < 1 \) decreasing returns to scale (DRS).

It is obvious that costs will increase equal to, more than, or less than linearly with output as 'h' is equal to, greater than, or less than one. It is so because the CES technology exhibits constant, increasing or decreasing returns to scale depending on the value of 'h'.

3. Conclusion

In the production theory, linearly homogeneous production functions (also called constant returns to scale) are used because they depict constant returns to scale technology which shows productive efficiency and equilibrium point shown by the lowest AC curve point \( y^* \) in the above given figure. Output less than or more than that point does not give us equilibrium point of production. Productive efficiency plus equilibrium is achieved only at the lowest AC curve where MC is cutting AC curve from below.
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